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2007 First Disposal Rule case: US v. American United Mortgage Company  

Adult-oriented online social networking operation settles FTC charges; unwitting consumers pelted 
with sexually graphic pop-ups: FTC v. Various (dba AdultFriendFinder)

FTC issues Spam Summit: The Next Generation of Threats and Solutions: A Staff Report by the 
Federal Trade Commission’s Division of Marketing Practices

FTC issues Implementing the Children’s Online Privacy Protection Act: A Federal Trade Commission 
Report to Congress

FTC co-chairs President’s Identity Theft Task Force (with DOJ) and issues Strategic Plan

FTC sponsors workshops: Security in Numbers: SSNs and ID Theft; Ehavioral Advertising: Tracking, 
Targeting, and Technology; and Spam Summit: The Next Generation of Threats and Solutions 

FTC publishes Protecting Personal Information: A Guide for Business and launches interactive tutorial

2008 Highest civil penalty in a CAN-SPAM case: US v. ValueClick ($2.9 million) 

FTC settles charges against data broker Lexis Nexis and retailer TJX related to the compromise of 
hundreds of thousands of consumers’ information: In the Matter of Reed Elsevier and Seisent and 
In the Matter of TJX Companies

FTC issues Protecting Consumers in the Next Tech-ade: A Report by the Staff of the Federal Trade 
Commission 

FTC issues Security In Numbers: Social Security Numbers and Identity Theft – A Federal Trade 
Commission Report Providing Recommendations On Social Security Number Use In the Private 
Sector 

President’s Identity Theft Task Force Report released

FTC sponsors workshops: Protecting Personal Information: Best Practices for Business (Chicago, 
Dallas, and Los Angeles); Pay on the Go: Consumers and Contactless Payment, Transatlantic 
RFID Workshop on Consumer Privacy and Data Security; and Beyond Voice: Mapping the Mobile 
Marketplace

U.S. Postal Service sends FTC ID Theft prevention brochure to every household in the country

2009 Robocall Rule goes into effect

Health Breach Notification Rule goes into effect

First case alleging failure to protect employee information: In the Matter of CVS Caremark

First cases alleging six companies violated the EU-US Safe Harbor Agreement: In the Matter of 
World Innovators, In the Matter of ExpatEdge Partners, In the Matter of Onyx Graphics, In the 
Matter of Directors Desk, In the Matter of Progressive Gaitways, and In the Matter of Collectify

FTC issues Self-Regulatory Principles For Online Behavioral Advertising: Tracking, Targeting, and 
Technology

FTC Privacy Milestones 
continued
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FTC sponsors workshops: Exploring Privacy: A Roundtable Series; Protecting Personal Information: 
Best Practices for Business (New York); and Securing Personal Data in the Global Economy

FTC publishes Net Cetera: Chatting with Kids About Being Online

2010 FTC jointly publishes Model Privacy Form under the Gramm-Leach-Bliley Act

National Do Not Call Registry tops 200 million phone numbers

First data security case involving social media: In the Matter of Twitter

First case shutting down a rogue ISP: FTC v. Pricewert

First data security case against an online seal provider: FTC v. ControlScan

Highest judgment in a spyware case: FTC v. Innovative Marketing ($163 million)

Largest FTC-state coordinated settlement on privacy: FTC v. Lifelock

FTC conducts sweep against companies for exposure of employee and/or customer data on peer-
to-peer (P2P) file-sharing networks

FTC releases Preliminary FTC Staff Report Protecting Consumer Privacy in an Era of Rapid Change:  
A Proposed Framework for Businesses and Policymakers

FTC sponsors COPPA Rule Review Roundtable

FTC publishes Peer-to-Peer File Sharing: A Guide for Businesses; Medical Identity Theft: How to 
Minimize Your Risk; and Copier Data Security: A Guide for Businesses

FTC distributes 6+ million printed copies of Deter, Detect, Defend: Avoid ID Theft brochures and 5+ 
million printed copies of Net Cetera: Chatting with Kids About Being Online

2011 FTC seeks comment on proposed changes to COPPA rule

First case alleging substantive Safe Harbor violation and imposing privacy assessment program 
and audit requirements: In the Matter of Google

First case against an online advertising network for offering deceptive privacy controls: 
In the Matter of Chitika

First COPPA case against a mobile application developer: US v. W3 Innovations

First case alleging unfairness based on default privacy settings: FTC v. Frostwire

Largest FTC privacy case to date: In the Matter of Facebook

FTC releases report 40 Years of Experience with the Fair Credit Reporting Act

FTC co-hosts Stolen Futures: A Forum on Child ID Theft

FTC hosts Face Facts: A Forum on Facial Recognition Workshop

FTC publishes Tips for Using Public Wireless Networks

FTC publishes Facts from the FTC: What You Should Know About Mobile Apps

FTC publishes Online Safety for Teens and Tweens

Laws & Rules
Cases
Reports

Workshops
Education



A-8

2012 FTC releases report Using FACTA Remedies: An FTC Staff Report on a Survey of Identity Theft Victims

FTC releases report Mobile Apps for Kids: Current Privacy Disclosures Are Disappointing

FTC announces workshop: Paper, Plastic... or Mobile? An FTC Workshop on Mobile Payments

FTC announces workshop to Explore Disclosures in Online and Mobile Media

FTC publishes Blog Post: FCRA & Mobile Apps: A Word of Warning

FTC Privacy Milestones 
continued

Laws & Rules
Cases
Reports

Workshops
Education
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Dissenting Statement of Commissioner J. Thomas Rosch 
Protecting Consumer Privacy in an Era of Rapid Change: Recommendations for Businesses and Policymakers 
March 26, 2012

Introduction

I agree in several respects with what the “final” Privacy Report says.  Specifically, although I disagree that 
the consumer has traditionally ever been given any “choice” about information collection practices (other 
than to “take-it-or-leave-it” after reviewing a firm’s privacy notice), I agree that consumers ought to be given 
a broader range of choices if for no other reason than to customize their privacy protection.  However, I still 
worry about the constitutionality of banning take-it-or-leave-it choice (in circumstances where the consumer 
has few alternatives); as a practical matter, that prohibition may chill information collection, and thus impact 
innovation, regardless whether one’s privacy policy is deceptive or not.1

I also applaud the Report’s recommendation that Congress enact “targeted” legislation giving consumers 
“access” to correct misinformation about them held by a data broker.2  I also support the Report’s 
recommendation that Congress implement federal legislation that would require entities to maintain 
reasonable security and to notify consumers in the event of certain security breaches.3 

Finally, I concur with the Report insofar as it recommends that information brokers who compile 
data for marketing purposes must disclose to consumers how they collect and use consumer data.4  I have 
long felt that we had no business counseling Congress or other agencies about privacy concerns without 
that information.  Although I have suggested that compulsory process be used to obtain such information 
(because I am convinced that is the only way to ensure that our information is complete and accurate),5 a 
voluntary centralized website is arguably a step in the right direction.

Privacy Framework

My disagreement with the “final” Privacy Report is fourfold.  First, the Report is rooted in its insistence 
that the “unfair” prong, rather than the “deceptive” prong, of the Commission’s Section 5 consumer 
protection statute, should govern information gathering practices (including “tracking”).  “Unfairness” is 
an elastic and elusive concept.  What is “unfair” is in the eye of the beholder.  For example, most consumer 
advocacy groups consider behavioral tracking to be unfair, whether or not the information being tracked 
is personally identifiable (“PII”) and regardless of the circumstances under which an entity does the 

1 Protecting Consumer Privacy in an Era of Rapid Change: Recommendations for Businesses and Policymakers (“Report”) at 50-52.
2 Id. at 14, 73.
3 Id. at 26.  I also support the recommendation that such legislation authorize the Commission to seek civil penalties for 

violations.  However, despite its bow to “targeted” legislation, the Report elsewhere counsels that the Commission support 
privacy legislation generally.  See, e.g., id. at 16.  To the extent that those recommendations are not defined, or narrowly 
targeted, I disagree with them.

4 Id. at 14, 68-70.
5 See J. Thomas Rosch, Comm’r, Fed. Trade Comm’n, Information and Privacy:  In Search of a Data-Driven Policy, 

Remarks at the Technology Policy Institute Aspen Forum (Aug. 22, 2011), available at http://www.ftc.gov/speeches/
rosch/110822aspeninfospeech.pdf.
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tracking.  But, as I have said, consumer surveys are inconclusive, and individual consumers by and large do 
not “opt out” from tracking when given the chance to do so.6  Not surprisingly, large enterprises in highly 
concentrated industries, which may be tempted to raise the privacy bar so high that it will disadvantage 
rivals, also support adopting more stringent privacy principles.7

The “final” Privacy Report (incorporating the preliminary staff report) repeatedly sides with consumer 
organizations and large enterprises.  It proceeds on the premise that behavioral tracking is “unfair.”8  
Thus, the Report expressly recommends that “reputational harm” be considered a type of harm that 
the Commission should redress.9  The Report also expressly says that privacy be the default setting for 
commercial data practices.10  Indeed, the Report says that the “traditional distinction between PII and non-
PII has blurred,”11 and it recommends “shifting the burdens away from consumers and placing obligations 
on businesses.”12  To the extent the Report seeks consistency with international privacy standards,13 I would 
urge caution.  We should always carefully consider whether each individual policy choice regarding privacy is 
appropriate for this country in all contexts.

That is not how the Commission itself has traditionally proceeded.  To the contrary, the Commission 
represented in its 1980, and 1982, Statements to Congress that, absent deception, it will not generally 
enforce Section 5 against alleged intangible harm.14  In other contexts, the Commission has tried, through 
its advocacy, to convince others that our policy judgments are sensible and ought to be adopted.  And, as I 
stated in connection with the recent Intel complaint, in the competition context, one of the principal virtues 

6 See Katy Bachman, Study:  Internet User Adoption of DNT Hard to Predict, adweek.com, March 20, 2012, available at http://
www.adweek.com/news/technology/study-internet-user-adoption-dnt-hard-predict-139091 (reporting on a survey that found 
that what Internet users say they are going to do about using a Do Not Track button and what they are currently doing about 
blocking tracking on the Internet, are two different things); see also Concurring Statement of Commissioner J. Thomas Rosch, 
Issuance of Preliminary FTC Staff Report “Protecting Consumer Privacy in an Era of Rapid Change: A Proposed Framework 
for Businesses and Policymakers” (Dec. 1, 2010), available at http://www.ftc.gov/speeches/rosch/101201privacyreport.pdf.

7 See J. Thomas Rosch, Comm’r, Fed. Trade Comm’n, Do Not Track:  Privacy in an Internet Age, Remarks at Loyola Chicago 
Antitrust Institute Forum, (Oct. 14, 2011), available at http://www.ftc.gov/speeches/rosch/111014-dnt-loyola.pdf; see also 
Report at 9.

8 Report at 8 and n.37.
9 Id. at 2.  The Report seems to imply that the Do Not Call Rule would support this extension of the definition of harm.  See 

id. (“unwarranted intrusions into their daily lives”).  However,  it must be emphasized that the Congress granted the FTC 
underlying authority under the Telemarketing and Consumer Fraud and Abuse Prevention Act, 15 U.S.C. §§ 6101-6108, 
to promulgate the Do Not Call provisions and other substantial amendments to the TSR.  The Commission did not do so 
unilaterally.

10 Id. 
11 Id. at 19.
12 Id. at 23, see also id. at 24.
13 Id. at 9-10.  This does not mean that I am an isolationist or am impervious to the benefits of a global solution.  But, as stated 

below, there is more than one way to skin this cat.
14 See Letter from the FTC to Hon. Wendell Ford and Hon. John Danforth, Committee on Commerce, Science and 

Transportation, United States Senate, Commission Statement of Policy on the Scope of Consumer Unfairness Jurisdiction 
(Dec. 17, 1980), reprinted in International Harvester Co., 104 F.T.C. 949, 1070, 1073 (1984) (“Unfairness Policy 
Statement”) available at http://www.ftc.gov/bcp/policystmt/ad-unfair.htm; Letter from the FTC to Hon. Bob Packwood and 
Hon. Bob Kasten, Committee on Commerce, Science and Transportation, United States Senate, reprinted in FTC Antitrust 
& Trade Reg. Rep. (BNA) 1055, at 568-570 (“Packwood-Kasten letter”); and 15 U.S.C. § 45(n), which codified the FTC’s 
modern approach. 
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of applying Section 5 was that that provision was “self-limiting,” and I advocated that Section 5 be applied 
on a stand-alone basis only to a firm with monopoly or near-monopoly power.15  Indeed, as I have remarked, 
absent such a limiting principle, privacy may be used as a weapon by firms having monopoly or near-
monopoly power.16

There does not appear to be any such limiting principle applicable to many of the recommendations 
of the Report.  If implemented as written, many of the Report’s recommendations would instead apply to 
almost all firms and to most information collection practices.  It would install “Big Brother” as the watchdog 
over these practices not only in the online world but in the offline world.17  That is not only paternalistic, but 
it goes well beyond what the Commission said in the early 1980s that it would do, and well beyond what 
Congress has permitted the Commission to do under Section 5(n).18  I would instead stand by what we have 
said and challenge information collection practices, including behavioral tracking, only when these practices 
are deceptive, “unfair” within the strictures of Section 5(n) and our commitments to Congress, or employed 
by a firm with market power and therefore challengeable on a stand-alone basis under Section 5’s prohibition 
of unfair methods of competition.

Second, the current self-regulation and browser mechanisms for implementing Do Not Track solutions 
may have advanced since the issuance of the preliminary staff Report.19  But, as the final Report concedes, 
they are far from perfect,20 and they may never be, despite efforts to create a standard through the World 
Wide Web Consortium (“W3C”) for the browser mechanism.21  

More specifically, as I have said before, the major browser firms’ interest in developing Do Not Track 
mechanisms begs the question of whether and to what extent those major browser firms will act strategically 
and opportunistically (to use privacy to protect their own entrenched interests).22  

In addition, the recent announcement by the Digital Advertising Alliance (DAA) that it will honor the 
tracking choices consumers make through their browsers raises more questions than answers for me.  The 
Report is not clear, and I am concerned, about the extent to which this latest initiative will displace the 
standard-setting effort that has recently been undertaken by the W3C.  Furthermore, it is not clear that all 
the interested players in the Do Not Track arena – whether it be the DAA, the browser firms, the W3C, or 
consumer advocacy groups – will be able to come to agreement about what “Do Not Track” even means.23  
It may be that the firms professing an interest in self-regulation are really talking about a “Do Not Target” 
mechanism, which would only prevent a firm from serving targeted ads, rather than a “Do Not Track” 

15 See Concurring and Dissenting Statement of Commissioner J. Thomas Rosch, In re Intel Corp., Docket No. 9341, (Dec. 16, 
2009), available at  http://www.ftc.gov/os/adjpro/d9341/091216intelstatement.pdf.

16 See Rosch, supra note 7 at 20.
17 See Report at 13.
18 Federal Trade Commission Act Amendments of 1994, Pub. L. No. 103-312.
19 Report at 4, 52.
20 Id. at 53, 54; see esp. id. at 53 n.250.
21 Id. at 5, 54.
22 See Rosch, supra note 7 at 20-21.
23 Tony Romm, “What Exactly Does ‘Do Not Track’ Mean?,” Politico, Mar. 13, 2012, available at http://www.politico.com/news/

stories/0312/73976.html; see also Report at 4 (DAA allows consumer to opt out of “targeted advertising”). 
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mechanism, which would prevent the collection of consumer data altogether.  For example, the DAA’s Self-
Regulatory Principles for Multi-Site Data do not apply to data collected for “market research” or “product 
development.”24  For their part, the major consumer advocacy groups may not be interested in a true “Do 
Not Track” mechanism either.  They may only be interested in a mechanism that prevents data brokers from 
compiling consumer profiles instead of a comprehensive solution.  It is hard to see how the W3C can adopt 
a standard unless and until there is an agreement about what the standard is supposed to prevent.25

It is also not clear whether or to what extent the lessons of the Carnegie Mellon Study respecting the 
lack of consumer understanding of how to access and use Do Not Track will be heeded.26  Similarly, it is not 
clear whether and to what extent Commissioner Brill’s concern that consumers’ choices, whether it be “Do 
Not Collect” or merely “Do Not Target,” will be honored.27  Along the same lines, it is also not clear whether 
and to what extent a “partial” Do Not Track solution (offering nuanced choice) will be offered or whether 
it is “all or nothing.”  Indeed, it is not clear whether consumers can or will be given complete and accurate 
information about the pros and the cons of subscribing to Do Not Track before they choose it.  I find this 
last question especially vexing in light of a recent study that indicated 84% of users polled prefer targeted 
advertising in exchange for free online content.28

Third, I am concerned that “opt-in” will necessarily be selected as the de facto method of consumer 
choice for a wide swath of entities that have a first-party relationship with consumers but who can 
potentially track consumers’ activities across unrelated websites, under circumstances where it is unlikely, 
because of the “context” (which is undefined) for such tracking to be “consistent” (which is undefined) 
with that first-party relationship:29  1) companies with multiple lines of business that allow data collection 
in different contexts (such as Google);30 2) “social networks,” (such as Facebook and Twitter), which could 
potentially use “cookies,” “plug-ins,” applications, or other mechanisms to track a consumer’s activities across 

24 See Self-Regulatory Principles for Multi-Site Data, Digital Advertising Alliance, Nov. 2011, at 3, 10, 11, available at http://
www.aboutads.info/resource/download/Multi-Site-Data-Principles.pdf; see also Tanzina Vega, Opt-Out Provision Would 
Halt Some, but Not All, Web Tracking, New York Times, Feb. 26, 2012, available at http://www.nytimes.com/2012/02/27/
technology/opt-out-provision-would-halt-some-but-not-all-web-tracking.html?pagewanted=all. 

25 See Vega, supra note 24. 
26 “Why Johnny Can’t Opt Out:  A Usability Evaluation of Tools to Limit Online Behavioral Advertising,” Carnegie Mellon 

University CyLab, Oct. 31, 2011, available at http://www.cylab.cmu.edu/files/pdfs/tech_reports/CMUCyLab11017.pdf; see 
also Search Engine Use 2012, at 25, Pew Internet & American Life Project, Pew Research Center, Mar. 9, 2012, available at 
http://pewinternet.org/~/media/Files/Reports/2012/PIP_Search_Engine_Use_2012.pdf (“[j]ust 38% of internet users say 
they are generally aware of ways they themselves can limit how much information about them is collected by a website”). 

27 See Julie Brill, Comm’r, Fed. Trade Comm’n, Big Data, Big Issues, Remarks at Fordham University School of Law (Mar. 2, 
2012) available at http://www.ftc.gov/speeches/brill/120228fordhamlawschool.pdf.

28 See Bachman, supra note 6.
29 Report at 41.
30 Id.  Notwithstanding that Google’s prospective conduct seems to fit perfectly the circumstances set forth on this page of 

the Report (describing a company with multiple lines of business including a search engine and ad network), where the 
Commission states “consumer choice” is warranted, the Report goes on to conclude on page 56 that Google’s practices do 
not require affirmative express consent because they “currently are not so widespread that they could track a consumer’s every 
movement across the Internet.”
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the Internet;31 and 3) “retargeters,” (such as Amazon or Pacers), which include a retailer who delivers an ad 
on a third-party website based on the consumer’s previous activity on the retailer’s website.32

These entities might have to give consumers “opt-in” choice now or in the future:  1) regardless whether 
the entity’s privacy policy and notices adequately describe the information collection practices at issue; 2) 
regardless of the sensitivity of the information being collected;  3) regardless whether the consumer cares 
whether “tracking” is actually occurring; 4) regardless of the entity’s market position (whether the entity 
can use privacy strategically – i.e., an opt-in requirement – in order to cripple or eliminate a rival); and 5) 
conversely, regardless whether the entity can compete effectively or innovate, as a practical matter, if it must 
offer “opt in” choice.33

 Fourth, I question the Report’s apparent mandate that ISPs, with respect to uses of deep packet 
inspection, be required to use opt-in choice.34  This is not to say there is no basis for requiring ISPs to 
use opt-in choice without requiring opt-in choice for other large platform providers.  But that kind of 
“discrimination” cannot be justified, as the Report says, because ISPs have “are in a position to develop 
highly detailed and comprehensive profiles of their customers.”35  So does any large platform provider who 
makes available a browser or operating system to consumers.36

Nor can that “discrimination” be justified on the ground that ISPs may potentially use that data to 
“track” customer behavior in a fashion that is contrary to consumer expectations.  There is no reliable data 
establishing that most ISPs presently do so.  Indeed, with a business model based on subscription revenue, 
ISPs arguably lack the same incentives as do other platform providers whose business model is based on 
attracting advertising and advertising revenue:  ISPs assert that they track data only to perform operational 
and security functions; whereas other platform providers that have business models based on advertising 
revenue track data in order to maximize their advertising revenue.

What really distinguishes ISPs from most other “large platform providers” is that their markets can be 
highly concentrated.37  Moreover, even when an ISP operates in a less concentrated market, switching costs 
can be, or can be perceived as being, high.38  As I said in connection with the Intel complaint, a monopolist 
or near monopolist may have obligations which others do not have.39  The only similarly situated platform 
provider may be Google, which, because of its alleged monopoly power in the search advertising market, 

31 Id. at 40.  See also supra note 30.  That observation also applies to “social networks” like Facebook.
32 Id. at 41.
33 See id. at 60 (“Final Principle”).
34 Id. at 56 (“the Commission has strong concerns about the use of DPI for purposes inconsistent with an ISP’s interaction with 

a consumer, without express affirmative consent or more robust protection”).
35 Id.
36 Id. 
37 Federal Communications Commission, Connecting America:  The National Broadband Plan, Broadband Competition and 

Innovation Policy, Section 4.1, Networks, Competition in Residential Broadband Markets at 36, available at http://www.
broadband.gov/plan/4-broadband-competition-and-innovation-policy/. 

38 Federal Communications Commission Working Paper, Broadband decisions:  What drives consumers to switch – or stick 
with – their broadband Internet provider (Dec. 2010), at 3, 8, available at http://transition.fcc.gov/Daily_Releases/Daily_
Business/2010/db1206/DOC-303264A1.pdf.

39 See Rosch, supra note 15.
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has similar power.  For any of these “large platform providers,” however, affirmative express consent should 
be required only when the provider actually wants to use the data in this fashion, not just when it has the 
potential to do so.40

Conclusion

Although the Chairman testified recently before the House Appropriations Subcommittee chaired 
by Congresswoman Emerson that the recommendations of the final Report are supposed to be nothing 
more than “best practices,”41 I am concerned that the language of the Report indicates otherwise, and 
broadly hints at the prospect of enforcement.42  The Report also acknowledges that it is intended to serve 
as a template for legislative recommendations.43  Moreover, to the extent that the Report’s “best practices” 
mirror the Administration’s privacy “Bill of Rights,” the President has specifically asked either that the “Bill 
of Rights” be adopted by the Congress or that they be distilled into “enforceable codes of conduct.”44  As 
I testified before the same subcommittee, this is a “tautology;” either these practices are to be adopted 
voluntarily by the firms involved or else there is a federal requirement that they be adopted, in which case 
there can be no pretense that they are “voluntary.”45  It makes no difference whether the federal requirement 
is in the form of enforceable codes of conduct or in the form of an act of Congress.  Indeed, it is arguable 
that neither is needed if these firms feel obliged to comply with the “best practices” or face the wrath of “the 
Commission” or its staff.

40 See, e.g., Report at 56.
41 Testimony of Jon Leibowitz and J. Thomas Rosch, Chairman and Comm’r, FTC, The FTC in FY2013: Protecting Consumers 

and Competition: Hearing on Budget Before the H. Comm. on Appropriations Subcomm. on Financial Services and General 
Government, 112 th Cong. 2 (2012), text from CQ Roll Call, available from: LexisNexis® Congressional.

42 One notable example is found where the Report discusses the articulation of privacy harms and enforcement actions brought 
on the basis of deception.  The Report then notes “[l]ike these enforcement actions, a privacy framework should address 
practices that unexpectedly reveal previously private information even absent physical or financial harm, or unwarranted 
intrusions.”  Report at 8.  The accompanying footnote concludes that “even in the absence of such misrepresentations, 
revealing previously-private consumer data could cause consumer harm.”  See also infra note 43.

43 Id. at 16 (“to the extent Congress enacts any of the Commission’s recommendations through legislation”); see also id. at 12-
13 (“the Commission calls on Congress to develop baseline privacy legislation that is technologically neutral and sufficiently 
flexible to allow companies to  continue to innovate”).

44 See Letter from President Barack Obama, appended to White House, Consumer Data Privacy in a Networked World: A 
Framework for Protecting Privacy and Promoting Innovation in the Global Digital Economy (Feb. 23, 2012), available at http://
www.whitehouse.gov/sites/default/files/privacy-final.pdf.

45 See FTC Testimony, supra note 41.
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UNITED STATES OF AMERICA 
BEFORE THE FEDERAL TRADE COMMISSION 

COMMISSIONERS: Edith Ramirez, Chairwoman 
    Julie Brill 
    Maureen K. Ohlhausen 

Joshua D. Wright 

      ) 
In the Matter of    )  DOCKET NO. C-4426 
      ) 
TRENDNET, INC.,    ) 
a corporation.    ) 
      ) 

)

COMPLAINT

 The Federal Trade Commission, having reason to believe that TRENDnet, Inc., a 
corporation, has violated the Federal Trade Commission Act, and it appearing to the Commission 
that this proceeding is in the public interest, alleges: 

1. Respondent TRENDnet, Inc. (“TRENDnet” or “respondent”) is a California corporation with 
its principal office or place of business at 20675 Manhattan Place, Torrance, California 
90501.

2. The acts and practices of respondent as alleged in this complaint have been in or affecting 
commerce, as “commerce” is defined in Section 4 of the Federal Trade Commission Act. 

RESPONDENT’S BUSINESS PRACTICES  

3. Respondent is a retailer that among other things, sells networking devices, such as routers, 
modems, and Internet Protocol (“IP”) cameras, to home users and to small- and medium-
sized businesses.  In 2010, respondent had approximately $64 million in total revenue, and 
obtained approximately $6.3 million of this amount from the sale of IP cameras.  In 2011, 
respondent had approximately $66 million in total revenue and obtained approximately $5.28 
million of this amount from the sale of its IP cameras.  Similarly, in 2012, the company had 
approximately $62 million in total revenue and obtained approximately $7.4 million of this 
amount from the sale of IP cameras.  During this time, the company had approximately 80 
employees. 
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4. Respondent offers its IP cameras for consumers to conduct security monitoring of their 
homes or businesses, by accessing live video and audio feeds (“live feeds”) from their 
cameras over the Internet.  In many instances, these cameras are marketed under the trade 
name “SecurView.”  According to respondent, the IP cameras may be used to monitor 
“babies at home, patients in the hospital, offices and banks, and more.”   

5. By default, respondent has required users to enter a user name and password (“login 
credentials”), in order to access the live feeds from their cameras over the Internet.  In 
addition, since at least February 2010, respondent has provided users with a Direct Video 
Stream Authentication setting (“DVSA setting”), the same as or similar to the one depicted 
below.  The DVSA setting allows users to turn off the login credentials requirement for their 
cameras, so that they can make their live feeds public.  To remove the login credentials 
requirement, a user would uncheck the box next to the word “Enable,” and then “Apply” this 
selection.

6. Respondent also has provided software applications that enable users to access their live 
feeds from a mobile device (“mobile apps”), including its SecurView Mobile Android app, 
which respondent launched in January 2011, and its SecurView PRO Android app, which 
respondent launched in October 2012.  Both apps require that a user enter login credentials 
the first time that the user employs the app on a particular mobile device.  Both apps then 
store the user’s login credentials on that mobile device, so that the user will not be required to 
enter login credentials on that device in the future.
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RESPONDENT’S STATEMENTS TO CONSUMERS 

7. From at least January 1, 2010, until the present, in many instances, in marketing or offering 
for sale its IP cameras, respondent has: 

a. used the trade name SecurView:

i. in the product names and descriptions displayed on the cameras’ 
packaging (see, e.g., Exhs. A-J);

ii. in product descriptions on respondent’s website and in other 
advertisements (see, e.g., Exhs. K-L); and

iii. in the name of its SecurView Mobile and SecurView PRO Android apps, 
described in Paragraph 6.

b. described the IP cameras as “secure” or suitable for maintaining security, 
including through:

i. a sticker affixed to the cameras’ packaging, the same as or similar to the 
one depicted below, which displays a lock icon and the word “security” 
(see, e.g., Exhs. B, D, F-H, J); 

ii. a statement on the cameras’ packaging that it may be used to “secure,” or 
“protect” a user’s home, family, property, or business (see, e.g., Exhs. A, 
B, I); and 

iii. product descriptions on respondent’s website and in other advertisements 
(see, e.g., Exhs. K-M); 

c. provided an authentication feature, which requires users to enter login credentials 
before accessing the live feeds from their IP cameras over the Internet; and
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d. provided the DVSA setting, described in Paragraph 5, which purports to allow 
users to choose whether login credentials will be required to access the live feeds 
from their IP cameras over the Internet. 

RESPONDENT’S FAILURE TO REASONABLY SECURE ITS IP CAMERAS  
AGAINST UNAUTHORIZED ACCESS 

8. Respondent has engaged in a number of practices that, taken together, failed to provide 
reasonable security to prevent unauthorized access to sensitive information, namely the live 
feeds from the IP cameras.  Among other things:  

a. since at least April 2010, respondent has transmitted user login credentials in 
clear, readable text over the Internet, despite the existence of free software, 
publicly available since at least 2008, that would have enabled respondent to 
secure such transmissions; 

b. since January 2011, respondent has stored user login credentials in clear, readable 
text on a user’s mobile device, despite the existence of free software, publicly 
available since at least 2008, that would have enabled respondent to secure such 
stored credentials; 

c. since at least April 2010, respondent has failed to implement a process to actively 
monitor security vulnerability reports from third-party researchers, academics, or 
other members of the public, despite the existence of free tools to conduct such 
monitoring, thereby delaying the opportunity to correct discovered vulnerabilities 
or respond to incidents;

d. since at least April 2010, respondent has failed to employ reasonable and 
appropriate security in the design and testing of the software that it provided 
consumers for its IP cameras.  Among other things, respondent, either directly or 
through its service providers, failed to: 

i. perform security review and testing of the software at key points, such as 
upon the release of the IP camera or upon the release of software for the IP 
camera, through measures such as: 

1. a security architecture review to evaluate the effectiveness of the 
software’s security;   

2. vulnerability and penetration testing of the software, such as by 
inputting invalid, unanticipated, or random data to the software;  

3. reasonable and appropriate code review and testing of the software 
to verify that access to data is restricted consistent with a user’s 
privacy and security settings; and 
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ii. implement reasonable guidance or training for any employees responsible 
for testing, designing, and reviewing the security of its IP cameras and 
related software. 

RESPONDENT’S BREACH 

9. As a result of the failures described in Paragraph 8, respondent has subjected its users to a 
significant risk that their sensitive information, namely the live feeds from its IP cameras, 
will be subject to unauthorized access.  As a result of the failures described in Paragraph
8(d), from approximately April 2010 until February 7, 2012, the DVSA setting, described in 
Paragraph 5, did not function properly for twenty models of respondent’s IP cameras.  (See
Appendix A, listing the affected models.)  In particular, the DVSA setting failed to honor a 
user’s choice to require login credentials and allowed all users’ live feeds to be publicly 
accessible, regardless of the choice reflected by a user’s DVSA setting and with no notice to 
the user.

10. Hackers could and did exploit the vulnerability described in Paragraph 9, to compromise 
hundreds of respondent’s IP cameras.  Specifically, on approximately January 10, 2012, a 
hacker visited respondent’s website and reviewed the software that respondent makes 
available for its cameras.  The hacker was able to identify a web address that appeared to 
support the public sharing of users’ live feeds, for those users who had made their feeds 
public.  Because of the flaw in respondent’s DVSA setting, however, the hacker could access 
all live feeds at this web address, without entering login credentials, even for users who had 
not made their feeds public.  Thereafter, by typing the term “netcam” into a popular search 
engine that enables users to search for computers based on certain criteria, such as location or 
software, the hacker identified and obtained IP addresses for hundreds of respondent’s IP 
cameras that could be compromised.  The hacker posted information about the breach online; 
thereafter, hackers posted links to the live feeds for nearly 700 of respondent’s IP cameras.  
Among other things, these compromised live feeds displayed private areas of users’ homes 
and allowed the unauthorized surveillance of infants sleeping in their cribs, young children 
playing, and adults engaging in typical daily activities.  The breach was widely reported in 
news articles online, many of which featured photos taken from the compromised live feeds 
or hyperlinks to access such feeds.  Based on the cameras’ IP addresses, news stories also 
depicted the geographical location (e.g., city and state) of many of the compromised 
cameras.  

11. Respondent learned of the breach on January 13, 2012, when a customer who had read about 
the breach contacted respondent’s technical support staff to report the issue.  Shortly 
thereafter, respondent made available new software to eliminate the vulnerability, and 
encouraged users to install the new software by posting notices on its website and sending 
emails to registered users.     
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THE IMPACT OF RESPONDENT’S FAILURES ON CONSUMERS 

12. As demonstrated by the breach, respondent’s failures to provide reasonable and appropriate 
security led to a significant risk that users’ live feeds would be compromised, thereby 
causing significant injury to consumers.

13. The exposure of sensitive information through respondent’s IP cameras increases the 
likelihood that consumers or their property will be targeted for theft or other criminal 
activity, increases the likelihood that consumers’ personal activities and conversations or 
those of their family members, including young children, will be observed and recorded by 
strangers over the Internet.  This risk impairs consumers’ peaceful enjoyment of their homes, 
increases consumers’ susceptibility to physical tracking or stalking, and reduces consumers’ 
ability to control the dissemination of personal or proprietary information (e.g., intimate 
video and audio feeds or images and conversations from business properties).  Consumers 
had little, if any, reason to know that their information was at risk, particularly those 
consumers who maintained login credentials for their cameras or who were merely unwitting 
third parties present in locations under surveillance by the cameras.   

COUNT 1 

14. As described in Paragraph 7, respondent has represented, expressly or by implication, that 
respondent has taken reasonable steps to ensure that its IP cameras and mobile apps are a 
secure means to monitor private areas of a consumer’s home or workplace.    

15. In truth and in fact, as described in Paragraphs 8-11, respondent has not taken reasonable 
steps to ensure that its IP cameras are a secure means to monitor private areas of a 
consumer’s home or workplace.  Therefore, the representation set forth in Paragraph 14
constitutes a false or misleading representation. 

COUNT 2 

16. As described in Paragraphs 5 and 7, respondent has represented, expressly or by 
implication, that respondent has taken reasonable steps to ensure that a user’s security 
settings will be honored. 

17. In truth and in fact, as described in Paragraphs 8-11, respondent has not taken reasonable 
steps to ensure that a user’s security settings will be honored.  Therefore, the representation 
set forth in Paragraph 16 constitutes a false or misleading representation. 

COUNT 3 

18. As set forth in Paragraphs 8-11, respondent has failed to provide reasonable security to 
prevent unauthorized access to the live feeds from its IP cameras, which respondent offered 
to consumers for the purpose of monitoring and securing private areas of their homes and 
businesses.  Respondent’s practices caused, or are likely to cause, substantial injury to 
consumers that is not offset by countervailing benefits to consumers or competition and is not 
reasonably avoidable by consumers.  This practice was, and is, an unfair act or practice. 
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19. The acts and practices of respondent as alleged in this complaint constitute unfair or deceptive 
acts or practices in or affecting commerce in violation of Section 5(a) of the Federal Trade 
Commission Act, 15 U.S.C. §  45(a). 

THEREFORE, the Federal Trade Commission this sixteenth day of January, 2014, has 
issued this complaint against respondent. 

 By the Commission. 

      Donald S. Clark 
     Secretary 

SEAL: 



COMPLAINT APPENDIX A 

1. TV-IP110 (Version A1.xR) 

2. TV-IP110W (Version A1.xR) 

3. TV-IP110WN (Versions A1.xR & V2.0R) 

4. TV-IP121W (Version A1.xR) 

5. TV-IP121WN (Versions V1.0R & V2.0R) 

6. TV-IP212 (Version A1.xR) 

7. TV-IP212W (Version A1.xR) 

8. TV-IP252P (Version B1.xR) 

9. TV-IP312 (Version A1.xR) 

10. TV-IP312W (Version A1.xr) 

11. TV-IP312WN (Version A1.xR) 

12. TV-IP322P (Version V1.0R) 

13. TV-IP410 (Version A1.XR) 

14. TV-IP410W (Version A1.xR) 

15. TV-IP410WN (Version V1.0R) 

16. TV-IP422 (Versions A1.xR & A2.xR) 

17. TV-IP422W (Versions A1.xR & A2.xR) 

18. TV-IP422WN (Version V1.0R) 

19. TV-VS1 (Version V1.0R) 

20. TV-VS1P (Version V1.0R) 
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UNITED STATES OF AMERICA 
BEFORE THE FEDERAL TRADE COMMISSION 

COMMISSIONERS:  Edith Ramirez, Chairwoman 
Julie Brill 
Maureen K. Ohlhausen 
Joshua D. Wright 

__________________________________________
       ) 
In the Matter of     ) DOCKET No. C-4426 
       )  
TRENDNET, INC.,     ) DECISION AND ORDER  
a corporation.     ) 
       )  
__________________________________________)  

 The Federal Trade Commission (“Commission” or “FTC”), having initiated an 
investigation of certain acts and practices of the respondent named in the caption hereof, and the 
respondent having been furnished thereafter with a copy of a draft complaint that the Bureau of 
Consumer Protection proposed to present to the Commission for its consideration and which, if 
issued by the Commission, would charge respondent with violations of the Federal Trade 
Commission Act (“FTC Act”), 15 U.S.C. § 45 et seq.;

The respondent, its attorney, and counsel for the Commission having thereafter executed 
an Agreement Containing Consent Order (“Consent Agreement”), which includes: a statement 
by respondent that it neither admits nor denies any of the allegations in the draft complaint, 
except as specifically stated in the Consent Agreement, and, only for purposes of this action, 
admits the facts necessary to establish jurisdiction; and waivers and other provisions as required 
by the Commission’s Rules; and 

The Commission having thereafter considered the matter and having determined that it 
had reason to believe that the respondent has violated the FTC Act, and that a complaint should 
issue stating its charges in that respect, and having thereupon accepted the executed consent 
agreement and placed such agreement on the public record for a period of thirty (30) days for the 
receipt and consideration of public comments, and having duly considered the comments 
received from interested persons pursuant to Commission Rule 2.34, 16 C.F.R. § 2.34, now in 
further conformity with the procedure prescribed in Commission Rule 2.34, the Commission 
hereby issues its complaint, makes the following jurisdictional findings, and enters the following 
Decision and Order (“Order”): 
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1. Respondent TRENDnet, Inc. (“TRENDnet”) is a California corporation with its principal 
office or place of business at 20675 Manhattan Place, Torrance, California 90501. 

2. The Federal Trade Commission has jurisdiction of the subject matter of this proceeding 
and of the respondent, and the proceeding is in the public interest. 

ORDER

DEFINITIONS 

For purposes of this Order, the following definitions shall apply: 

1. “Affected Consumers” shall mean persons who purchased and installed one of the 
following Cameras with software last updated prior to February 7, 2012: TV-IP110 
(Version A1.xR); TV-IP110W (Version A1.xR); TV-IP110WN (Version A1.xR); TV-
IP110WN (Version V2.0R); TV-IP121W (Version A1.xR); TV-IP121WN (Version 
V1.0R); TV-IP121WN (Version V2.0R); TV-IP212 (Version A1.xR); TV-IP212W 
(Version A1.xR); TV-IP252P (Version B1.xR); TV-IP312 (Version A1.xR); TV-IP312W 
(Version A1.xr); TV-IP312WN (Version A1.xR); TV-IP322P (Version V1.0R); TV-
IP410 (Version A1.XR); TV-IP410W (Version A1.xR); TV-IP410WN (Version V1.0R); 
TV-IP422 (Versions A1.xR/A2.xR); TV-IP422W (Versions A1.xR/A2.xR); TV-
IP422WN (Version V1.0R); TV-VS1 (Version V1.0R); and TV-VS1P (Version V1.0R). 

2. “App” or “Apps” shall mean any software application or related code developed, 
branded, or provided by respondent for a mobile device, including, but not limited to, any 
iPhone, iPod touch, iPad, BlackBerry, Android, Amazon Kindle, or Microsoft Windows 
device.

3. “Cameras” shall mean any Internet Protocol (“IP”) camera, cloud camera, or other 
Internet-accessible camera advertised, developed, branded, or sold by respondent, or on 
behalf of respondent, or any corporation, subsidiary, division or affiliate owned or 
controlled by respondent that transmits, or allows for the transmission of Live Feed 
Information over the Internet.   

4. “Clear(ly) and prominent(ly)” shall mean: 

A. In textual communications (e.g., printed publications or words displayed on the 
screen of a computer or device), the required disclosures are of a type, size, and 
location sufficiently noticeable for an ordinary consumer to read and comprehend 
them, in print that contrasts highly with the background on which they appear; 

B. In communications disseminated orally or through audible means (e.g., radio or 
streaming audio), the required disclosures are delivered in a volume and cadence 
sufficient for an ordinary consumer to hear and comprehend them; 
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C. In communications disseminated through video means (e.g., television or 
streaming video), the required disclosures are in writing in a form consistent with 
subparagraph (A) of this definition and shall appear on the screen for a duration 
sufficient for an ordinary consumer to read and comprehend them, and in the 
same language as the predominant language that is used in the communication; 
and

D. In all instances, the required disclosures (1) are presented in an understandable 
language and syntax; and (2) include nothing contrary to, inconsistent with, or in 
mitigation of any other statements or disclosures provided by respondent. 

5. “Commerce” shall mean commerce among the several States or with foreign nations, or 
in any Territory of the United States or in the District of Columbia, or between any such 
Territory and another, or between any such Territory and any State or foreign nation, or 
between the District of Columbia and any State or Territory or foreign nation, as defined 
in Section 4 of the Federal Trade Commission Act, 15 U.S.C. § 44. 

6. “Covered Device” shall mean: (1) any Internet-accessible electronic product or device, 
including but not limited to “Cameras,” advertised, developed, branded, or sold by 
respondent, or on behalf of respondent, or any corporation, subsidiary, division or 
affiliate owned or controlled by respondent that transmits or allows for the transmission 
of Covered Information over the Internet; and (2) any App or software advertised, 
developed, branded, or provided by respondent or any corporation, subsidiary, division or 
affiliate owned or controlled by respondent used to operate, manage, access, or view the 
product or device.

7. “Covered Device Functionality” shall mean any capability of a Covered Device to 
capture, access, store, or transmit Covered Information.  

8. “Covered Information” shall mean individually-identifiable information from or about an 
individual consumer input into, stored on, captured with, accessed, or transmitted through 
a Covered Device, including but not limited to: (a) a first or last name; (b) a home or 
other physical address, including street name and name of city or town; (c) an email 
address or other online contact information, such as a user identifier or screen name; (d) 
photos; (e) videos; (f) pre-recorded and live-streaming audio; (g) an IP address, User ID 
or other persistent identifier; or (h) an authentication credential, such as a username or 
password.

9. “Live Feed Information” shall mean video, audio, or audiovisual data. 

10. Unless otherwise specified, “respondent” shall mean TRENDnet, Inc., and its successors 
and assigns. 
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I.

 IT IS ORDERED that respondent and its officers, agents, representatives, and 
employees, directly or through any corporation, subsidiary, division, website, other device, or an 
affiliate owned or controlled by respondent, in or affecting commerce, shall not misrepresent in 
any manner, expressly or by implication: 

A. The extent to which respondent or its products or services maintain and protect: 

1. The security of Covered Device Functionality; 

2. The security, privacy, confidentiality, or integrity of any Covered 
Information; and 

B. The extent to which a consumer can control the security of any Covered 
Information input into, stored on, captured with, accessed, or transmitted by a 
Covered Device. 

II.

IT IS FURTHER ORDERED that respondent shall, no later than the date of service of 
this Order, establish and implement, and thereafter maintain, a comprehensive security program 
that is reasonably designed to (1) address security risks that could result in unauthorized access 
to or use of Covered Device Functionality, and (2) protect the security, confidentiality, and 
integrity of Covered Information, whether collected by respondent, or input into, stored on, 
captured with, accessed, or transmitted through a Covered Device.  Such program, the content 
and implementation of which must be fully documented in writing, shall contain administrative, 
technical, and physical safeguards appropriate to respondent’s size and complexity, the nature 
and scope of respondent’s activities, and the sensitivity of the Covered Device Functionality or 
Covered Information, including:   

A. The designation of an employee or employees to coordinate and be accountable 
for the security program;   

B. The identification of material internal and external risks to the security of Covered 
Devices that could result in unauthorized access to or use of Covered Device 
Functionality, and assessment of the sufficiency of any safeguards in place to 
control these risks;   

C. The identification of material internal and external risks to the security, 
confidentiality, and integrity of Covered Information that could result in the 
unauthorized disclosure, misuse, loss, alteration, destruction, or other compromise 
of such information, whether such information is in respondent’s possession or is 
input into, stored on, captured with, accessed, or transmitted through a Covered 
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Device, and assessment of the sufficiency of any safeguards in place to control 
these risks; 

D. At a minimum, the risk assessments required by Subparts B and C should include 
consideration of risks in each area of relevant operation, including, but not limited 
to: (1) employee training and management; (2) product design, development, and 
research; (3) secure software design, development, and testing; and (4) review, 
assessment, and response to third-party security vulnerability reports;

E. The design and implementation of reasonable safeguards to control the risks 
identified through the risk assessments, including but not limited to reasonable 
and appropriate software security testing techniques, such as: (1) vulnerability and 
penetration testing; (2) security architecture reviews; (3) code reviews; and (4) 
other reasonable and appropriate assessments, audits, reviews, or other tests to 
identify potential security failures and verify that access to Covered Information 
is restricted consistent with a user’s security settings;  

F. Regular testing or monitoring of the effectiveness of the safeguards’ key controls, 
systems, and procedures;   

G. The development and use of reasonable steps to select and retain service providers 
capable of maintaining security practices consistent with this Order, and requiring 
service providers, by contract, to establish and implement, and thereafter 
maintain, appropriate safeguards consistent with this Order; and

H. The evaluation and adjustment of the security program in light of the results of the 
testing and monitoring required by Subpart F, any material changes to the 
respondent’s operations or business arrangements, or any other circumstances that 
respondent knows or has reason to know may have a material impact on the 
effectiveness of its security program.  

III.  

 IT IS FURTHER ORDERED that, in connection with its compliance with Part II of this 
Order, respondent shall obtain initial and biennial assessments and reports (“Assessments”) from 
a qualified, objective, independent third-party professional, who uses procedures and standards 
generally accepted in the profession.  Professionals qualified to prepare such Assessments shall 
be: a person qualified as a Certified Secure Software Lifecycle Professional (CSSLP) with 
experience programming secure Covered Devices or other similar Internet-accessible consumer-
grade devices; or as a Certified Information System Security Professional (CISSP) with 
professional experience in the Software Development Security domain and in programming 
secure Covered Devices or other similar Internet-accessible consumer-grade devices; or a 
similarly qualified person or organization; or a similarly qualified person or organization 
approved by the Associate Director for Enforcement, Bureau of Consumer Protection, Federal 
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Trade Commission, Washington, D.C. 20580.  The reporting period for the Assessments shall 
cover: (1) the first one hundred eighty (180) days after service of the Order for the initial 
Assessment; and (2) each two (2) year period thereafter for twenty (20) years after service of the 
Order for the biennial Assessments.  Each Assessment shall: 

A. Set forth the specific administrative, technical, and physical safeguards that 
respondent has implemented and maintained during the reporting period; 

B. Explain how such safeguards are appropriate to respondent’s size and complexity, 
the nature and scope of respondent’s activities, and the sensitivity of the Covered 
Device Functionality or Covered Information; 

C. Explain how the safeguards that have been implemented meet or exceed the 
protections required by Part II of this Order; and   

  D. Certify that respondent’s security program is operating with sufficient 
effectiveness to provide reasonable assurance that the security of Covered Device 
Functionality and the security, confidentiality, and integrity of Covered 
Information is protected and has so operated throughout the reporting period. 

Each Assessment shall be prepared and completed within sixty (60) days after the end of the 
reporting period to which the Assessment applies.  Respondent shall provide the initial 
Assessment to the Associate Director for Enforcement, Bureau of Consumer Protection, Federal 
Trade Commission, Washington, D.C. 20580, within ten (10) days after the Assessment has been 
prepared.  All subsequent biennial Assessments shall be retained by respondent until the Order is 
terminated and provided to the Associate Director of Enforcement within ten (10) days of 
request.  Unless otherwise directed by a representative of the Commission, the initial 
Assessment, and any subsequent Assessments requested, shall be sent by overnight courier (not 
the U.S. Postal Service) to the Associate Director of Enforcement, Bureau of Consumer 
Protection, Federal Trade Commission, 600 Pennsylvania Avenue NW, Washington, D.C. 
20580, with the subject line In the Matter of TRENDnet, Inc., FTC File No. 1223090, Docket 
No. C-4426.  Provided, however, that in lieu of overnight courier, notices may be sent by first-
class mail, but only if an electronic version of any such notice is contemporaneously sent to the 
Commission at Debrief@ftc.gov.

IV.

 IT IS FURTHER ORDERED that respondent shall: 

A. Notify Affected Consumers, clearly and prominently, that their Cameras had a 
flaw that allowed third parties to access their Live Feed Information without 
inputting authentication credentials, despite their security setting choices; and 
provide instructions on how to remove this flaw.  Notification shall include, but 
not be limited to, each of the following means: 



7

1. On or before ten (10) days after the date of service of this Order and for 
two (2) years after the date of service of this Order, posting of a notice on 
its website; 

2. On or before ten (10) days after the date of service of this Order and for 
three (3) years after the date of service of this Order, informing Affected 
Consumers who complain or inquire about a Camera; and 

3. On or before ten (10) days after the date of service of this Order and for 
three (3) years after the date of service of this Order, informing Affected 
Consumers who register, or who have registered, their Camera with 
respondent; and 

B. Provide prompt and free support with clear and prominent contact information to 
help consumers update and/or uninstall a Camera.  For two (2) years after the date 
of service of this Order, this support shall include toll-free, telephonic and 
electronic mail support. 

V.

IT IS FURTHER ORDERED that respondent shall maintain and upon request make 
available to the Federal Trade Commission for inspection and copying, a print or electronic copy 
of:

A. For a period of five (5) years after the date of preparation of each Assessment 
required under Part III of this Order, all materials relied upon to prepare the 
Assessment, whether prepared by or on behalf of the respondent, including but 
not limited to all plans, reports, studies, reviews, audits, audit trails, policies, 
training materials, and assessments, and any other materials relating to 
respondent’s compliance with Part III of this Order, for the compliance period 
covered by such Assessment;   

B. Unless covered by V.A, for a period of five (5) years from the date of preparation 
or dissemination, whichever is later, all other documents relating to compliance 
with this Order, including but not limited to: 

1. All advertisements, promotional materials, installation and user guides, 
and packaging containing any representations covered by this Order, as 
well as all materials used or relied upon in making or disseminating the 
representation; and 
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2. Any documents, whether prepared by or on behalf of respondent, that 
contradict, qualify, or call into question respondent’s compliance with this 
Order.

VI.

IT IS FURTHER ORDERED that respondent shall deliver a copy of this Order to all 
(1) current and future subsidiaries, (2) current and future principals, officers, directors, and 
managers, (3) current and future employees, agents, and representatives having responsibilities 
relating to the subject matter of this Order, and (4) current and future manufacturers and service 
providers of the Covered Products.  Respondent shall deliver this Order to such current 
subsidiaries, personnel, manufacturers, and service providers within thirty (30) days after service 
of this Order, and to such future subsidiaries, personnel, manufacturers, and service providers 
within thirty (30) days after the person assumes such position or responsibilities.  For any 
business entity resulting from any change in structure set forth in Part VII, delivery shall be at 
least ten (10) days prior to the change in structure.  Respondent must secure a signed and dated 
statement acknowledging receipt of this Order, within thirty (30) days of delivery, from all 
persons receiving a copy of the Order pursuant to this section.

VII.

IT IS FURTHER ORDERED that respondent shall notify the Commission at least 
thirty (30) days prior to any change in the corporation(s) that may affect compliance obligations 
arising under this Order, including, but not limited to: a dissolution, assignment, sale, merger, or 
other action that would result in the emergence of a successor corporation; the creation or 
dissolution of a subsidiary, parent, or affiliate that engages in any acts or practices subject to this 
Order; the proposed filing of a bankruptcy petition; or a change in the corporate name or address.  
Provided, however, that, with respect to any proposed change in the corporation(s) about which 
respondent learns fewer than thirty (30) days prior to the date such action is to take place, 
respondent shall notify the Commission as soon as is practicable after obtaining such knowledge.
Unless otherwise directed by a representative of the Commission, all notices required by this Part 
shall be sent by overnight courier (not the U.S. Postal Service) to the Associate Director of 
Enforcement, Bureau of Consumer Protection, Federal Trade Commission, 600 Pennsylvania 
Avenue NW, Washington, D.C. 20580, with the subject line In the Matter of TRENDnet, Inc.,
FTC File No. 1223090, Docket No. C-4426.  Provided, however, that in lieu of overnight 
courier, notices may be sent by first-class mail, but only if an electronic version of any such 
notice is contemporaneously sent to the Commission at Debrief@ftc.gov.
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VIII.

IT IS FURTHER ORDERED that respondent within sixty (60) days after the date of 
service of this Order, shall file with the Commission a true and accurate report, in writing, setting 
forth in detail the manner and form of its compliance with this Order.  Within ten (10) days of 
receipt of written notice from a representative of the Commission, it shall submit an additional 
true and accurate written report. 

IX.

 This Order will terminate on January 16, 2034, or twenty (20) years from the most recent 
date that the United States or the Commission files a complaint (with or without an 
accompanying consent decree) in federal court alleging any violation of the Order, whichever 
comes later; provided, however, that the filing of such a complaint will not affect the duration of: 

 A. Any Part in this Order that terminates in fewer than twenty (20) years; 

B. This Order’s application to any respondent that is not named as a defendant in 
such complaint; and 

C. This Order if such complaint is filed after the Order has terminated pursuant to 
this Part. 

Provided, further, that if such complaint is dismissed or a federal court rules that respondent did 
not violate any provision of the Order, and the dismissal or ruling is either not appealed or 
upheld on appeal, then the Order as to such respondent will terminate according to this Part as 
though the complaint had never been filed, except that the Order will not terminate between the 
date such complaint is filed and the later of the deadline for appealing such dismissal or ruling 
and the date such dismissal or ruling is upheld on appeal. 

 By the Commission. 

      Donald S. Clark 
      Secretary 

SEAL 
ISSUED:  January 16, 2014 
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UNITED STATES OF AMERICA

BEFORE THE FEDERAL TRADE COMMISSION

COMMISSIONERS: Edith Ramirez, Chairwoman
Maureen K. Ohlhausen
Terrell McSweeny

)
In the Matter of ) DOCKET NO. C-4587

)
ASUSTeK Computer, Inc., )
a corporation. )

)

COMPLAINT

The Federal Trade Commission, having reason to believe that ASUSTeK Computer, Inc. 
(“respondent”) has violated the provisions of the Federal Trade Commission Act, and it
appearing to the Commission that this proceeding is in the public interest, alleges:

1. Respondent ASUSTeK Computer, Inc. is a Taiwanese corporation with its principal 
office or place of business at 15, Li-Te Rd., Peitou, Taipei 11259, Taiwan.

2. The acts and practices of respondent as alleged in this complaint have been in or affecting 
commerce, as “commerce” is defined in Section 4 of the Federal Trade Commission Act.

RESPONDENT’S BUSINESS PRACTICES

3. Respondent ASUSTeK Computer, Inc. (“ASUS”) is a hardware manufacturer that, 
among other things, sells routers, and related software and services, intended for 
consumer use. ASUS designs the software for its routers, controls U.S. marketing and 
advertising for its routers, including on websites targeting U.S. consumers, and is 
responsible for developing and distributing software updates to remediate security 
vulnerabilities and other flaws in routers sold to U.S. consumers. ASUS sells its routers 
in the United States through a wholly owned U.S. subsidiary, which distributes the 
routers for sale through third-party retailers, in stores and online, throughout the United 
States.

RESPONDENT’S ROUTERS AND “CLOUD” FEATURES

4. Routers forward data packets along a network.  In addition to routing network traffic,
consumer routers typically function as a hardware firewall for the local network, and act
as the first line of defense in protecting consumer devices on the local network, such as 
computers, smartphones, internet-protocol (“IP”) cameras, and other connected
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appliances, against malicious incoming traffic from the internet. Respondent marketed 
its routers as including security features such as “SPI intrusion detection” and “DoS 
protection,” advertised that its routers could “protect computers from any unauthorized 
access, hacking, and virus attacks” (see Exh. A, p. 1 of 2), and instructed consumers to 
“enable the [router’s] firewall to protect your local network against attacks from hackers”
(see Exh. A, p. 2 of 2).

5. Consumers set up and control the router’s configuration settings, including its security-
related settings, through a web-based graphical user interface (the “admin console”).  In 
order to configure these settings, consumers must log in to the admin console with a 
username and password, which ASUS preset on all of its routers to the default username 
“admin” and password “admin” (see Exh. B). The admin console also provides a tool 
that ostensibly allows consumers to check whether the router is using the latest available 
firmware – the software that operates the router. 

6. Many of respondent’s routers include software features called AiCloud and AiDisk that 
allow consumers to wirelessly access and share files through their router. Depending on 
the model, respondent’s routers that include these “cloud” features have a list price in the 
range of $69.99 to $219.99. As of March 2014, respondent had sold over 918,000 of 
these routers to U.S. consumers. 

AICLOUD

7. In August 2012, ASUS introduced and began marketing a feature known as AiCloud on
its routers. Respondent publicized AiCloud as a “private personal cloud for selective file 
sharing” that featured “indefinite storage and increased privacy” (see Exh. C, p. 1 of 6).
In the following months, ASUS provided software updates for certain older router models 
to add the AiCloud feature, which respondent touted as “the most complete, accessible, 
and secure cloud platform” (see Exh. C, p. 2 of 6).

8. Described as “your secure space,” AiCloud allows consumers to plug a USB storage 
device, such as an external hard drive, into the router, and then use web and mobile 
applications to access files on the storage device (see Exh. C, p. 3 of 6).  For example, a 
consumer could save documents to the storage device using a desktop computer, and then
later access those documents using a laptop, smartphone, or tablet. AiCloud also allows 
consumers to share specific files with others through a “secure URL,” manage shared 
files, and revoke file access (see Exh. C, pp. 3-6 of 6).

Multiple Vulnerabilities

9. The AiCloud web and mobile applications require consumers to log in with the router’s
username and password (see Exh. D). However, the AiCloud web application included 
multiple vulnerabilities that would allow attackers to gain unauthorized access to
consumers’ files and router login credentials. In order to exploit these vulnerabilities, an 
attacker would only need to know the router’s IP address – information that, as described 
in Paragraph 32, is easily discoverable.
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10. First, attackers could exploit an authentication bypass vulnerability to access the 
consumer’s AiCloud account without the consumer’s login credentials. By sending a
specific command, or simply entering a specific URL in a web browser, an attacker could
bypass the AiCloud web application’s authentication screen and gain unauthorized access
to a consumer’s files, even if the consumer had not designated any of these files for 
sharing.

11. Second, attackers could exploit a password disclosure vulnerability in the AiCloud web 
application to retrieve the consumer’s router login credentials in clear, readable text.  In 
addition to providing the attacker with access to the consumer’s AiCloud account,
attackers could also use these login credentials to gain unauthorized access to the router’s 
configuration settings.  For example, if a consumer had enabled the admin console’s 
remote management feature, an attacker could use the login credentials to simply log into 
the consumer’s admin account and modify any of the router’s settings, including its
firewall and other security settings. Even if this remote management feature was 
disabled, an attacker could use the credentials in conjunction with other well-known 
vulnerabilities that affected respondent’s routers, such as the cross-site request forgery 
vulnerabilities described in Paragraphs 24-26, to force unauthorized changes to the 
router’s security settings, placing the consumer’s local network at risk.

Failure to Provide Timely Notice

12. Several individuals notified respondent about the AiCloud vulnerabilities in June 2013. 
Furthermore, in September 2013, a consumer complained to ASUS that his “entire life 
[was] hacked” due to the AiCloud vulnerabilities, and that he needed to obtain identity 
theft protection services as a result.  Despite knowing about these serious vulnerabilities
and their impact on respondent’s customers, respondent failed to notify consumers about 
the vulnerabilities or advise them to take simple steps, such as disabling the AiCloud 
features, that would have mitigated the vulnerabilities.

13. Between July 2013 and September 2013, ASUS updated the firmware for affected routers 
in order to correct the AiCloud vulnerabilities.  However, it was not until February 2014,
eight months after respondent first learned of the vulnerabilities and after the events 
described in Paragraph 32, that respondent emailed registered customers notifying them 
that firmware updates addressing these and other security risks were available.

AIDISK

14. ASUS has offered another “cloud” feature on many of its routers called “AiDisk” since as 
early as 2009. Like AiCloud, AiDisk enables consumers to remotely access files on a
USB storage device attached to the router, but does so through a file transfer protocol 
(“FTP”) server. Despite the fact that FTP does not support transit encryption, since at 
least 2012 respondent has promoted AiDisk as a way to “safely secure and access your 
treasured data through your router” (see Exh. E). In addition to transferring files 
unencrypted, the AiDisk software included a number of other design flaws that placed 
consumers’ sensitive personal information at risk.
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Insecure Design

15. Consumers could set up an AiDisk FTP server in two ways.  The first was through a set 
of menus called the “AiDisk wizard.”  During setup, the AiDisk wizard asks the 
consumer to “Decide how to share your folders,” and presents three options: “limitless 
access rights,” “limited access rights,” and “admin rights.”  Prior to January 2014, the 
AiDisk wizard did not provide consumers with sufficient information to evaluate these 
options, and pre-selected the “limitless access rights” option for the consumer (see Exh. 
F, p. 1 of 2).  If the consumer completed setup with this default option in place, the 
AiDisk wizard created an FTP server that would provide anyone on the internet who had
the router’s IP address with unauthenticated access to the consumer’s USB storage 
device.

16. The second way consumers could set up an AiDisk FTP server was through a submenu in 
the admin console called “USB Application – FTP Share.” The submenu did not provide 
consumers with any information regarding the default settings or the alternative settings
that were available.  If a consumer clicked on the option to “Enable FTP” (see Exh. G,
p. 1 of 2), the software created an AiDisk FTP server that, by default, provided anyone on 
the internet who had the router’s IP address with unauthenticated access to the 
consumer’s USB storage device.

17. Neither set-up option provided any explanation that the default settings would provide
anyone on the internet with unauthenticated access to all of the files saved on the 
consumer’s USB storage device. And in both cases, search engines could index any of 
the files exposed by these unauthenticated FTP servers, making them easily searchable 
online. 

18. If a consumer wanted to prevent unauthenticated access through the AiDisk wizard, the 
consumer needed to deviate from the default settings and select “limited access rights.”
The consumer would then be presented with the option to create login credentials for the 
FTP server.  However, the AiDisk wizard recommended that the consumer choose weak 
login credentials, such as the preset username “Family” and password “Family” (see Exh. 
F, p. 2 of 2). In the alternative, the consumer could select “admin rights,” which would 
apply the same login credentials for the FTP server that the consumer used to log in to the 
router’s admin console.  As described in Paragraphs 11 and 24, however, due to multiple 
password disclosure vulnerabilities, attackers could access these router login credentials
in clear, readable text, undermining the protection provided by these credentials.

19. If a consumer wanted to prevent unauthenticated access through the “USB Application –
FTP Share” submenu, the software provided no explanation or guidance as to how the
consumer could change the default settings.  The consumer would need to know to click 
on the “Share with account” option (see Exh. G, p. 1 of 2), which would allow the 
consumer to set up login credentials for the AiDisk FTP server. Confusingly, however, 
the software presented the consumer with a warning that implied that this option would 
expand, rather than restrict, access to the FTP server: “Enabling share with account 
enables multiple computers, with different access rights, to access the file resources. Are 
you sure you want to enable it?” (see Exh. G, p. 2 of 2).  Through this misleading 
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warning, respondent discouraged consumers from taking steps that could have prevented
unauthenticated access to their sensitive personal information. 

Notice of Design Flaws and Failure to Mitigate

20. In June 2013, a security researcher publicly disclosed that, based on his research, more 
than 15,000 ASUS routers allowed for unauthenticated access to AiDisk FTP servers
over the internet. In his public disclosure, the security researcher claimed that he had
previously contacted respondent about this and other security issues. In November 2013, 
the security researcher again contacted respondent, warning that, based on his research,
25,000 ASUS routers now allowed for unauthenticated access to AiDisk FTP servers.
The researcher suggested that respondent warn consumers about this risk during the 
AiDisk set up process. However, ASUS took no action at the time. 

21. Two months later, in January 2014, several European media outlets published stories 
covering the security risks caused by the AiDisk default settings. At that time, a large 
European retailer requested that respondent update the AiDisk default settings. Although 
respondent had known about the security risks for months, it was only after this retailer’s
request that respondent took some steps to protect its customers.  In response, ASUS
began releasing updated firmware that changed the AiDisk wizard’s default setting – for 
new set-ups – from “limitless access rights” to “limited access rights,” and displayed a 
warning message if consumers selected “limitless access rights” that “any user can access 
your FTP service without authentication!” However, respondent did not notify 
consumers about the availability of this firmware update.

22. Moreover, the January 2014 firmware update did not change the insecure default settings 
for consumers who had already set up AiDisk. Respondent did not notify those 
consumers that they would need to complete the AiDisk wizard process again in order for 
the new defaults to apply, or would need to manually change the settings.

23. It was not until February 2014 – following the events described in Paragraph 32 – that 
respondent sent an email to registered customers notifying them that firmware updates 
addressing these security risks and other security vulnerabilities were available. 
Furthermore, it was not until February 21, 2014 that ASUS released a firmware update 
that would provide some protection to consumers who had previously set up AiDisk. 
This firmware update forced consumers’ routers to turn off unauthenticated access to the 
AiDisk FTP server.

OTHER VULNERABILITIES

24. ASUS’s router firmware and admin console have also been susceptible to a number of 
other well-known and reasonably foreseeable vulnerabilities – including multiple 
password disclosure, cross-site scripting, cross-site request forgery, and buffer overflow 
vulnerabilities – that attackers could exploit to gain unauthorized administrative control 
over consumers’ routers.
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25. For example, the admin console has been susceptible to pervasive cross-site request 
forgery (“CSRF”) vulnerabilities that would allow an attacker to force malicious changes 
to any of the router’s security settings (e.g., disabling the firewall, enabling remote 
management, allowing unauthenticated access to an AiDisk server, or configuring the 
router to redirect the consumer to malicious websites) without the consumer’s 
knowledge. Despite the serious consequences of these vulnerabilities, respondent did not 
perform pre-release testing for this class of vulnerabilities.  Nor did respondent
implement well-known, low-cost measures to protect against them, such as anti-CSRF 
tokens – unique values added to requests sent between a web application and a server that 
only the server can verify, allowing the server to reject forged requests sent by attackers.  

26. Beginning in March 2013, respondent received multiple reports from security researchers
regarding the CSRF vulnerabilities affecting respondent’s routers.  Despite these reports, 
respondent took no action to fix the vulnerabilities for at least a year, placing consumers’
routers at risk of exploit.  Indeed, in April 2015, a malware researcher discovered a large-
scale, active CSRF exploit campaign that reconfigured vulnerable routers so that the 
attackers could control and redirect consumers’ web traffic.  This exploit campaign 
specifically targeted numerous ASUS router models.

FIRMWARE UPGRADE TOOL

27. The admin console includes a tool that ostensibly allows consumers to check whether 
their router is using the most current firmware (“firmware upgrade tool”).  When 
consumers click on the “Check” button, the tool indicates that the “router is checking the 
ASUS server for the firmware update” (see Exh. H). 

28. In order for the firmware upgrade tool to recognize the latest available firmware, ASUS 
must update a list of available firmware on its server.  On several occasions, ASUS has 
failed to update this list. In July 2013, respondent received reports that the firmware 
upgrade tool was not recognizing the latest available firmware from both a product 
review journalist and by individuals calling into respondent’s customer-support call 
center. Likewise, in February 2014, a security researcher notified respondent that the
firmware upgrade tool did not recognize the latest available firmware, and detailed the 
reasons for the failure. In an internal email from that time, respondent acknowledged 
that, “if this list is not up to date when you use the check for update button in the [admin 
console,] the router doesn’t find an update and states it is already up to date.” Again, in
October 2014 and January 2015, additional consumers reported to ASUS that the 
firmware upgrade tool still did not recognize the latest available firmware. 

29. As a result, in many cases, respondent’s firmware upgrade tool inaccurately notifies 
consumers that the “router’s current firmware is the latest version” when, in fact, newer 
firmware with critical security updates is available. 
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RESPONDENT’S FAILURE TO REASONABLY SECURE ITS ROUTERS AND 
RELATED “CLOUD” FEATURES

30. Respondent has engaged in a number of practices that, taken together, failed to provide 
reasonable security in the design and maintenance of the software developed for its
routers and related “cloud” features.  Among other things, respondent failed to:

a. perform security architecture and design reviews to ensure that the software is 
designed securely, including failing to:

i. use readily-available secure protocols when designing features intended to 
provide consumers with access to their sensitive personal information.  
For example, respondent designed the AiDisk feature to use FTP rather 
than a protocol that supports transit encryption;

ii. implement secure default settings or, at the least, provide sufficient 
information that would ensure that consumers did not unintentionally 
expose sensitive personal information;

iii. prevent consumers from using weak default login credentials to protect 
critical security functions or sensitive personal information.  For example, 
respondent allowed consumers to retain the weak default login credentials 
username “admin” and password “admin” for the admin console, and 
username “Family” and password “Family” for the AiDisk FTP server;

b. perform reasonable and appropriate code review and testing of the software to 
verify that access to data is restricted consistent with a user’s privacy and security 
settings;

c. perform vulnerability and penetration testing of the software, including for well-
known and reasonably foreseeable vulnerabilities that could be exploited to gain 
unauthorized access to consumers’ sensitive personal information and local 
networks, such as authentication bypass, clear-text password disclosure, cross-site 
scripting, cross-site request forgery, and buffer overflow vulnerabilities;

d. implement readily-available, low-cost protections against well-known and 
reasonably foreseeable vulnerabilities, as described in (c), such as input 
validation, anti-CSRF tokens, and session time-outs;

e. maintain an adequate process for receiving and addressing security vulnerability 
reports from third parties such as security researchers and academics;

f. perform sufficient analysis of reported vulnerabilities in order to correct or 
mitigate all reasonably detectable instances of a reported vulnerability, such as 
those elsewhere in the software or in future releases; and

g. provide adequate notice to consumers regarding (i) known vulnerabilities or 
security risks, (ii) steps that consumers could take to mitigate such vulnerabilities 
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or risks, and (iii) the availability of software updates that would correct or 
mitigate the vulnerabilities or risks.

THOUSANDS OF ROUTERS COMPROMISED

31. Due to the failures described in Paragraphs 7-30, respondent has subjected its customers 
to a significant risk that their sensitive personal information and local networks will be 
subject to unauthorized access.

32. For example, on or before February 1, 2014, a group of hackers used readily available 
tools to locate the IP addresses of thousands of vulnerable ASUS routers.  Exploiting the 
AiCloud vulnerabilities and AiDisk design flaws, the hackers gained unauthorized access 
to the attached USB storage devices of thousands of consumers and saved a text file on
the storage devices warning these consumers that their routers were compromised: “This 
is an automated message being sent out to everyone effected [sic]. Your Asus router (and 
your documents) can be accessed by anyone in the world with an internet connection.”
The hackers then posted online a list of IP addresses for 12,937 vulnerable ASUS routers 
as well as the login credentials for 3,131 AiCloud accounts, further exposing these 
consumers to potential harm.  

33. Numerous consumers reported having their routers compromised, based on their 
discovery of the text-file warning the hackers had saved to their attached USB storage
devices. Some complained that a major search engine had indexed the files that the 
vulnerable routers had exposed, making them easily searchable online. Others claimed to 
be the victims of related identity theft.  For example, one consumer claimed that identity 
thieves had gained unauthorized access to his USB storage device, which contained his 
family’s sensitive personal information, including login credentials, social security 
numbers, dates of birth, and tax returns.  According to the consumer, in March 2014, 
identity thieves used this information to make thousands of dollars of fraudulent charges 
to his financial accounts, requiring him to cancel accounts and place a fraud alert on his 
credit report.  Moreover, the consumer claimed that he had attempted to upgrade his 
router’s firmware on several occasions after he bought the device in December 2013, but 
that the firmware upgrade tool had erroneously indicated that his router was using the 
latest available firmware.  Given the sensitivity of the stolen personal information, he and 
his family are at a continued risk of identity theft.  

34. Even consumers who did not enable the AiCloud and AiDisk features have been at risk of 
harm due to numerous vulnerabilities in respondent’s router firmware and admin console.
As described in Paragraphs 24-26, attackers could exploit these vulnerabilities to gain 
unauthorized control over a consumer’s router and modify its security settings without 
the consumer’s knowledge.
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THE IMPACT OF RESPONDENT’S FAILURES ON CONSUMERS

35. As demonstrated by the thousands of compromised ASUS routers, respondent’s failure to 
employ reasonable security practices has subjected consumers to substantial injury.
Unauthorized access to sensitive personal information stored on attached USB storage 
devices, such as financial information, medical information, and private photos and 
videos, could lead to identity theft, extortion, fraud, or other harm.  Unauthorized access 
and control over the router could also lead to the compromise of other devices on the 
local network, such as computers, smartphones, IP cameras, or other connected 
appliances.  Finally, such unauthorized access and control could allow an attacker to 
redirect a consumer seeking, for example, a legitimate financial site to a fraudulent site, 
where the consumer would unwittingly provide the attacker with sensitive financial 
information. Consumers had little, if any, reason to know that their sensitive personal 
information and local networks were at risk. 

36. Respondent could have prevented or mitigated these risks through simple, low-cost 
measures. In several instances, respondent could have prevented consumer harm by 
simply informing consumers about security risks, and advising them to disable or update 
vulnerable software.  In other cases, respondent could have protected against
vulnerabilities by implementing well-known and low-cost protections, such as input 
validation, anti-CSRF tokens, and session time-outs, during the software design process. 
Finally, simply preventing consumers from using weak default login credentials would 
have greatly increased the security of consumers’ routers. 

ROUTER SECURITY MISREPRESENTATIONS
(Count 1)

37. As described in Paragraph 4, respondent has represented, expressly or by implication, 
directly or indirectly, that it took reasonable steps to ensure that its routers could protect 
consumers’ local networks from attack.

38. In fact, as described in Paragraphs 11, 24-26, and 30, respondent did not take reasonable 
steps to ensure that its routers could protect consumers’ local networks from attack.
Therefore, the representation set forth in Paragraph 37 is false or misleading.

AICLOUD SECURITY MISREPRESENTATIONS
(Count 2)

39. As described in Paragraphs 7-8, respondent has represented, expressly or by implication, 
directly or indirectly, that it took reasonable steps to ensure that its AiCloud feature is a
secure means for a consumer to access sensitive personal information.

40. In fact, as described in Paragraphs 9-13 and 30, respondent did not take reasonable steps 
to ensure that its AiCloud feature is a secure means for a consumer to access sensitive 
personal information.  Therefore, the representation set forth in Paragraph 39 is false or 
misleading. 
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AIDISK SECURITY MISREPRESENTATIONS
(Count 3)

41. As described in Paragraph 14, respondent has represented, expressly or by implication, 
directly or indirectly, that it took reasonable steps to ensure that its AiDisk feature is a
secure means for a consumer to access sensitive personal information. 

42. In fact, as described in Paragraphs 14-23 and 30, respondent did not take reasonable steps 
to ensure that its AiDisk feature is a secure means for a consumer to access sensitive 
personal information. Therefore, the representation set forth in Paragraph 41 is false or 
misleading. 

FIRMWARE UPGRADE TOOL MISREPRESENTATIONS
(Count 4)

43. As described in Paragraph 27, respondent has represented, expressly or by implication, 
that consumers can rely upon the firmware upgrade tool to indicate accurately whether 
their router is using the most current firmware. 

44. In fact, as described in Paragraphs 28-29, consumers cannot rely upon the firmware 
upgrade tool to indicate accurately whether their router is using the most current 
firmware.  Therefore, the representation set forth in Paragraph 43 is false or misleading. 

UNFAIR SECURITY PRACTICES
(Count 5)

45. As set forth in Paragraphs 4-36, respondent has failed to take reasonable steps to secure
the software for its routers, which respondent offered to consumers for the purpose of 
protecting their local networks and accessing sensitive personal information.
Respondent’s actions caused or are likely to cause substantial injury to consumers in the 
United States that is not outweighed by countervailing benefits to consumers or 
competition and is not reasonably avoidable by consumers themselves.  This practice is 
an unfair act or practice.

46. The acts and practices of respondent as alleged in this complaint constitute unfair or 
deceptive acts or practices in or affecting commerce in violation of Section 5(a) of the 
Federal Trade Commission Act, 15 U.S.C. § 45(a).

THEREFORE, the Federal Trade Commission this eighteenth day of July, 2016, has 
issued this complaint against respondent.

By the Commission.

Donald S. Clark
Secretary



Page 1 of 9

142 3156
UNITED STATES OF AMERICA

BEFORE THE FEDERAL TRADE COMMISSION

COMMISSIONERS: Edith Ramirez, Chairwoman
Maureen K. Ohlhausen
Terrell McSweeny

_________________________________________________

In the Matter of DECISION AND ORDER

ASUSTeK Computer Inc., DOCKET NO. C-4587
a corporation.

_________________________________________________

DECISION

The Federal Trade Commission (“Commission”) initiated an investigation of certain acts and 
practices of the Respondent named above in the caption.  The Commission’s Bureau of 
Consumer Protection (“BCP”) prepared and furnished to Respondent a draft Complaint.  BCP 
proposed to present the draft Complaint to the Commission for its consideration.  If issued by the 
Commission, the draft Complaint would charge the Respondent with violation of the Federal 
Trade Commission Act.

Respondent and BCP thereafter executed an Agreement Containing Consent Order (“Consent 
Agreement”).  The Consent Agreement includes:  1) statements by Respondent that it neither 
admits nor denies any of the allegations in the Complaint, except as specifically stated in this 
Decision and Order, and that only for purposes of this action, it admits the facts necessary to 
establish jurisdiction; and 2) waivers and other provisions as required by the Commission’s 
Rules.

The Commission considered the matter and determined that it had reason to believe that 
Respondent has violated the Federal Trade Commission Act, and that a Complaint should issue 
stating its charges in that respect.  The Commission accepted the executed Consent Agreement 
and placed it on the public record for a period of 30 days, and duly considered the comments 
filed thereafter by interested persons pursuant to Commission Rule 2.34, 16 C.F.R. § 2.34.  Now, 
in further conformity with the procedure prescribed in Commission Rule 2.34, the Commission 
issues its Complaint, makes the following Findings, and issues the following Order:
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1. Respondent ASUSTeK Computer, Inc., is a Taiwanese corporation with its principal
office or place of business at 15, Li-Te Rd., Peitou, Taipei 11259, Taiwan.

2. The Commission has jurisdiction over the subject matter of this proceeding and over the
Respondent, and the proceeding is in the public interest.

ORDER

DEFINITIONS

For purposes of this Order, the following definitions shall apply:

1. Unless otherwise specified, “respondent” shall mean ASUSTeK Computer, Inc., 
corporation, and its subsidiaries and divisions in the United States, and successors and 
assigns.

2. “Clear(ly) and conspicuous(ly)” means that a required disclosure is difficult to miss (i.e., 
easily noticeable) and easily understandable by ordinary consumers, including in all of 
the following ways:

A. In any communication that is solely visual or solely audible, the disclosure must 
be made through the same means through which the communication is presented.  
In any communication made through both visual and audible means, such as a 
television advertisement, the disclosure must be presented simultaneously in both 
the visual and audible portions of the communication, even if the representation 
requiring the disclosure is made in only one means.

B. A visual disclosure, by its size, contrast, location, the length of time it appears, 
and other characteristics, must stand out from any accompanying text or other 
visual elements so that it is easily noticed, read, and understood.

C. An audible disclosure, including by telephone or streaming video, must be 
delivered in a volume, speed, and cadence sufficient for ordinary consumers to
easily hear and understand it. 

D. In any communication using an interactive electronic medium, such as the 
Internet or software, the disclosure must be unavoidable.  

E. The disclosure must use diction and syntax understandable to ordinary consumers.

F. The disclosure must comply with these requirements in each medium through 
which it is received, including all electronic devices and face-to-face 
communications. 

G. The disclosure must not be contradicted or mitigated by, or inconsistent with, 
anything else in the communication.
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3. “Commerce” shall mean commerce among the several States or with foreign nations, or 
in any Territory of the United States or in the District of Columbia, or between any such 
Territory and another, or between any such Territory and any State or foreign nation, or 
between the District of Columbia and any State or Territory or foreign nation, as defined 
in Section 4 of the Federal Trade Commission Act, 15 U.S.C. § 44.

4. “Covered Device” shall mean (a) any router, or device for which the primary purpose is 
connecting other client devices to a network, developed by respondent, directly or 
indirectly, that is marketed to consumers in the United States and (b) the software used to 
access, operate, manage, or configure such router or other device subject to part (a) of 
this definition, including, but not limited to, the firmware, web or mobile applications, 
and any related online services, that are advertised, developed, branded, or provided by 
respondent, directly or indirectly, for use with, or as compatible with, the router or other 
device.

5. “Covered Information” shall mean any individually-identifiable information from or 
about an individual consumer collected by respondent through a Covered Device or input 
into, stored on, captured with, accessed, or transmitted through a Covered Device, 
including but not limited to (a) a first and last name; (b) a home or other physical address;
(c) an email address or other online contact information; (d) a telephone number; (e) a
Social Security number; (f) financial information; (g) an authentication credential, such 
as a username or password; (h) photo, video, or audio files; (i) the contents of any 
communication, the names of any websites sought, or the information entered into any 
website. 

6. “Default Settings” shall mean any configuration option on a Covered Device that 
respondent preselects, presets, or prefills for the consumer.

7. “Software Update” shall mean any update designed to address a Security Flaw.

8. “Security Flaw” is a software vulnerability or design flaw in a Covered Device that 
creates a material risk of (a) unauthorized access to or modification of any Covered 
Device, (b) the unintentional exposure by a consumer of Covered Information, or (c) the 
unauthorized disclosure, misuse, loss, alteration, destruction, or other compromise of 
Covered Information.

I.

IT IS ORDERED that respondent and its officers, agents, representatives, and 
employees, directly or indirectly, in or affecting commerce, must not misrepresent in any 
manner, expressly or by implication:
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A. The extent to which respondent or its products or services maintain and protect:

1. The security of any Covered Device;

2. The security, privacy, confidentiality, or integrity of any Covered 
Information;

B. The extent to which a consumer can use a Covered Device to secure a network; 
and

C. The extent to which a Covered Device is using up-to-date software.

II.

IT IS FURTHER ORDERED that respondent must, no later than the date of service of 
this order, establish and implement, and thereafter maintain, a comprehensive security program 
that is reasonably designed to (1) address security risks related to the development and 
management of new and existing Covered Devices, and (2) protect the privacy, security, 
confidentiality, and integrity of Covered Information.  Such program, the content and 
implementation of which must be fully documented in writing, must contain administrative, 
technical, and physical safeguards appropriate to respondent’s size and complexity, the nature 
and scope of respondent’s activities, and the sensitivity of the Covered Device’s function or the 
Covered Information, including:  

A. The designation of an employee or employees to coordinate and be accountable 
for the security program;  

B. The identification of material internal and external risks to the security of Covered 
Devices that could result in unauthorized access to or unauthorized modification 
of a Covered Device, and assessment of the sufficiency of any safeguards in place 
to control these risks;

C. The identification of material internal and external risks to the privacy, security, 
confidentiality, and integrity of Covered Information that could result in the 
unintentional exposure of such information by consumers or the unauthorized 
disclosure, misuse, loss, alteration, destruction, or other compromise of such 
information, and assessment of the sufficiency of any safeguards in place to 
control these risks; 

D. At a minimum, the risk assessments required by Subparts B and C must include 
consideration of risks in each area of relevant operation, including, but not limited 
to: (1) employee training and management, including in secure engineering and 
defensive programming; (2) product design, development, and research; 
(3) secure software design, development, and testing, including for Default 
Settings; (4) review, assessment, and response to third-party security vulnerability 
reports, and (5) prevention, detection, and response to attacks, intrusions, or 
systems failures;  
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E. The design and implementation of reasonable safeguards to control the risks 
identified through risk assessment, including through reasonable and appropriate 
software security testing techniques, such as (1) vulnerability and penetration 
testing; (2) security architecture reviews; (3) code reviews; and (4) other 
reasonable and appropriate assessments, audits, reviews, or other tests to identify 
potential security failures and verify that access to Covered Devices and Covered 
Information is restricted consistent with a user’s security settings;

F. Regular testing or monitoring of the effectiveness of the safeguards’ key controls, 
systems, and procedures;

G. The development and use of reasonable steps to select and retain service providers 
capable of maintaining security practices consistent with this order, and requiring 
service providers by contract to implement and maintain appropriate safeguards 
consistent with this order; and

H. The evaluation and adjustment of respondent’s security program in light of the 
results of the testing and monitoring required by Subpart F, any material changes 
to respondent’s operations or business arrangements, or any other circumstances 
that respondent knows or has reason to know may have a material impact on the 
effectiveness of the security program. 

III.

IT IS FURTHER ORDERED that, in connection with its compliance with Part II of this 
order, respondent must obtain initial and biennial assessments and reports (“Assessments”) from 
a qualified, objective, independent third-party professional, who uses procedures and standards 
generally accepted in the profession.  Professionals qualified to prepare such Assessments must 
be:  a person qualified as a Certified Secure Software Lifecycle Professional (CSSLP) with 
experience programming secure Internet-accessible consumer-grade devices; or as a Certified 
Information System Security Professional (CISSP) with professional experience in the Software 
Development Security domain and in programming secure Internet-accessible consumer-grade 
devices; or a similarly qualified person or organization approved by the Associate Director for 
Enforcement, Bureau of Consumer Protection, Federal Trade Commission, 600 Pennsylvania 
Avenue, NW, Washington, D.C. 20580.  The reporting period for the Assessments must cover:  
(1) the first one hundred eighty (180) days after service of the order for the initial Assessment; 
and (2) each two (2) year period thereafter for twenty (20) years after service of the order for the 
biennial Assessments.  Each Assessment must:

A. Set forth the specific controls and procedures that respondent has implemented 
and maintained during the reporting period;

B. Explain how such safeguards are appropriate to respondent’s size and complexity, 
the nature and scope of respondent’s activities, and the sensitivity of the Covered 
Device’s function or the Covered Information;
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C. Explain how the safeguards that have been implemented meet or exceed the 
protections required by Part II of this order; and

D. Certify that respondent’s security program is operating with sufficient 
effectiveness to provide reasonable assurance that the security of Covered 
Devices and the privacy, security, confidentiality, and integrity of Covered 
Information is protected and has so operated throughout the reporting period.

Each Assessment must be prepared and completed within sixty (60) days after the end of the 
reporting period to which the Assessment applies.  Respondent must provide the initial 
Assessment to the Associate Director for Enforcement, Bureau of Consumer Protection, Federal 
Trade Commission, Washington, D.C. 20580, within ten (10) days after the Assessment has been 
prepared.  All subsequent biennial Assessments must be retained by respondent until the order is 
terminated and provided to the Associate Director of Enforcement within ten (10) days of 
request.  Unless otherwise directed by a representative of the Commission, the initial 
Assessment, and any subsequent Assessments requested, must be emailed to Debrief@ftc.gov or 
sent by overnight courier (not the U.S. Postal Service) to:  Associate Director of Enforcement, 
Bureau of Consumer Protection, Federal Trade Commission, 600 Pennsylvania Avenue NW, 
Washington, D.C. 20580.  The subject line must begin:  In re ASUSTek Computer Inc., FTC File 
No. 142 3156.    

IV.

IT IS FURTHER ORDERED that respondent must:

A. Notify consumers, Clearly and Conspicuously, when a Software Update is 
available, or when respondent is aware of reasonable steps that a consumer could 
take to mitigate a Security Flaw.  The notice must explain how to install the 
Software Update, or otherwise mitigate the Security Flaw, and the risks to the 
consumer’s Covered Device or Covered Information if the consumer chooses not 
to install the available Software Update or take the recommended steps to mitigate 
the Security Flaw.  Notice must be provided through at least each of the following 
means:

1. Posting of a Clear and Conspicuous notice on at least the primary, 
consumer-facing website of respondent and, to the extent feasible, on the 
user interface of any Covered Device that is affected;

2. Directly informing consumers who register, or who have registered, a 
Covered Device with respondent, by email, text message, push 
notification, or another similar method of providing notifications directly 
to consumers; and

3. Informing consumers who contact respondent to complain or inquire about 
any aspect of the Covered Device they have purchased.
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B. Provide consumers with an opportunity to register an email address, phone 
number, device, or other information during the initial setup or configuration of a 
Covered Device, in order to receive the security notifications required by this 
Part.  The consumer’s registration of such information must not be dependent 
upon or defaulted to an agreement to receive non-security related notifications or 
any other communications, such as advertising.  Notwithstanding this 
requirement, respondent may provide an option for consumers to opt-out of 
receiving such security-related notifications. 

V.

IT IS FURTHER ORDERED that respondent must maintain and upon request make 
available to the Federal Trade Commission for inspection and copying, a print or electronic copy 
of:

A. For a period of three (3) years after the date of preparation of each Assessment 
required under Part III of this order, all materials relied upon to prepare the 
Assessment, whether prepared by or on behalf of the respondent, including but 
not limited to all plans, reports, studies, reviews, audits, audit trails, policies, 
training materials, and assessments, and any other materials relating to 
respondent’s compliance with Part III of this order, for the compliance period 
covered by such Assessment;  

B. Unless covered by V.A, for a period of five (5) years from the date of preparation 
or dissemination, whichever is later, all other documents relating to compliance 
with this order, including but not limited to:

1. All advertisements, promotional materials, installation and user guides, 
and packaging containing any representations covered by this order, as 
well as all materials used or relied upon in making or disseminating the 
representation;

2. All notifications required by Part IV of this order; and

3. Any documents, whether prepared by or on behalf of respondent, that 
contradict, qualify, or call into question respondent’s compliance with this 
order.

VI.

IT IS FURTHER ORDERED that respondent must deliver a copy of this order to all 
current and future subsidiaries, current and future principals, officers, directors, and managers, 
and to all current and future employees, agents, and representatives having supervisory 
responsibilities relating to the subject matter of this order.  Respondent must deliver this order to 
such current subsidiaries and personnel within thirty (30) days after service of this order, and to 
such future subsidiaries and personnel within thirty (30) days after the person assumes such 
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position or responsibilities.  For any business entity resulting from any change in structure set 
forth in Part VII, delivery must be at least ten (10) days prior to the change in structure.  

VII.

IT IS FURTHER ORDERED that respondent must notify the Commission at least 
thirty (30) days prior to any change in the corporation(s) that may affect compliance obligations 
arising under this order, including, but not limited to: a dissolution, assignment, sale, merger, or 
other action that would result in the emergence of a successor corporation; the creation or 
dissolution of a subsidiary, parent, or affiliate that engages in any acts or practices subject to this 
order; the proposed filing of a bankruptcy petition; or a change in the corporate name or address.  
Provided, however, that, with respect to any proposed change in the corporation(s) about which 
respondent learns fewer than thirty (30) days prior to the date such action is to take place, 
respondent must notify the Commission as soon as is practicable after obtaining such knowledge.  
Unless otherwise directed by a representative of the Commission, all notices required by this Part 
must be emailed to Debrief@ftc.gov or sent by overnight courier (not the U.S. Postal Service) to:  
Associate Director of Enforcement, Bureau of Consumer Protection, Federal Trade Commission, 
600 Pennsylvania Avenue NW, Washington, D.C. 20580.  The subject line must begin:  In re 
ASUSTek Computer Inc., FTC File No. 142 3156.  

VIII.

IT IS FURTHER ORDERED that respondent, within sixty (60) days after the date of 
service of this order, must file with the Commission a true and accurate report, in writing, setting 
forth in detail the manner and form of its compliance with this order.  Within ten (10) days of 
receipt of written notice from a representative of the Commission, it must submit additional true 
and accurate written reports. 

IX.

This order will terminate on July 18, 2036, or twenty (20) years from the most recent date 
that the United States or the Commission files a complaint (with or without an accompanying 
consent decree) in federal court alleging any violation of the order, whichever comes later; 
provided, however, that the filing of such a complaint will not affect the duration of:

A. Any Part in this order that terminates in fewer than twenty (20) years;

B. This order’s application to any respondent that is not named as a defendant in 
such complaint; and

C. This order if such complaint is filed after the order has terminated pursuant to this 
Part.
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Provided, further, that if such complaint is dismissed or a federal court rules that respondent did 
not violate any provision of the order, and the dismissal or ruling is either not appealed or upheld 
on appeal, then the order as to such respondent will terminate according to this Part as though the 
complaint had never been filed, except that the order will not terminate between the date such 
complaint is filed and the later of the deadline for appealing such dismissal or ruling and the date 
such dismissal or ruling is upheld on appeal.

By the Commission.

Donald S. Clark
Secretary

SEAL
ISSUED: July 18, 2016




